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ABSTRACT

Ultrasound computed tomography (USCT) is one of the advanced imaging tech-
niques used in structural health monitoring (SHM) and medical imaging due to its rela-
tively low-cost, rapid data acquisition process. The time-domain full waveform inversion
(TDFWI) method, an iterative inversion approach, has shown great promise in USCT.
However, such an iterative process can be very time-consuming and computationally ex-
pensive but can be greatly accelerated by integrating an Al-based approach (e.g., con-
volution neural network (CNN)). Once trained, the CNN model takes low-iteration TD-
FWI images as input and instantaneously predicts material property distribution within
the scanned region. Nevertheless, the quality of the reconstruction with the current CNN
degrades with the increased complexity of material distributions. Another challenge is
the availability of enough experimental data and, in some cases, even synthetic surrogate
data. To alleviate these issues, this paper details a systematic study of the enhancement
effect of a 2D CNN (U-Net) by improving the quality with limited training data. To
achieve this, different augmentation schemes (flipping and mixing existing data) were
implemented to increase the amount and complexity of the training datasets without
generating a substantial number of samples. The objective was to evaluate the enhance-
ment effect of these augmentation techniques on the performance of the U-Net model at
FWI iterations. A thousand numerically built samples with acoustic material properties
are used to construct multiple datasets from different FWI iterations. A parallelized,
high-performance computing (HPC) based framework has been created to rapidly gen-
erate the training data. The prediction results were compared against the ground truth
images using standard matrices, such as the structural similarity index measure (SSIM)
and average mean square error (MSE). The results show that the increased number of
samples from augmentations improves shape imaging of the complex regions even with
a low iteration FWI training data.
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INTRODUCTION

Ultrasound computed tomography (USCT) has recently become a popular method
in structural health monitoring (SHM), non-destructive evaluation (NDE), and medical
imaging. USCT is relatively less expensive than other computed tomography methods
and is capable of acquiring data instantaneously. Full waveform inversion (FWI), an
advanced inversion method that has been introduced to solve seismic wave problems, can
also be applied with USCT. The benefit of employing FWI in USCT is that it can utilize
all available information in the ultrasonic signals and produce high-resolution images of
internal material property distributions [1]. Hence, FWI has emerged as a cutting-edge
technique in SHM, NDE, and medical imaging due to its ability to accurately reconstruct
material distribution [2,(3].

Time-domain full waveform inversion (TDFWI) is an iterative inversion technique
that uses synthetic waveform data to fit into the observed data to estimate material prop-
erties (e.g., wave speed) [4]. However, TDFWI is a computationally intensive and time-
consuming method that requires high-quality data and accurate modeling of the wave
propagation physics to converge with the true material distribution.

With the advancement of deep learning techniques, data-driven approaches can be
used to improve ultrasound imaging including FWI. Convolutional neural networks (CNN)-
based ultrasound-guided wave imaging framework was used for corrosion modeling [5];
their model accurately predicted the sizes and locations of the corrosion but was not able
to capture the internal velocity and the shapes of the corrosion. FWI, alternatively, has
shown great promise in identifying internal material properties [1,(6].

In recent years, deep learning approaches have been explored for a variety of seis-
mic inversion problems [7]. Network architectures such as CNN [8]], recurrent neural
networks (RNN) [9], and generative adversarial networks (GAN) [7] have shown great
promise in solving complex seismic FWI problems. Efforts have been made to incor-
porate deep learning methods with USCT-based FWI to enhance the quality of recon-
structed images as well as lessen the burden of the computational cost during the infer-
ence stage for medical FWI imaging. For instance, Li et al. [10] trained a standard U-Net
model with low-iteration inverted images of numerical breast phantoms. However, deep
learning is still in its early stage in USCT-based SHM/NDE. Our previous study [11]
showed that a 2D CNN-based FWI framework could predict, with great accuracy, the
material distribution while being significantly faster than the traditional FWI iterative
process. However, the performance of a neural network-integrated FWI framework de-
pends significantly on the complexity of the material distribution. Another challenge is
the availability of enough data and, in some cases, even surrogate synthetic data to train
the neural network (NN) models.

This paper explores the potential of improving the quality of U-Net prediction with
limited FWI data to address the aforementioned issues. Multiple datasets generated from
1 to 10 iterations of the reconstructed model have been developed to train the NN model.
Different augmentation strategies were implemented to add complexity and increase the
size of training datasets. These strategies included flipping the sample along its axes
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and mixing two samples together to create a new augmented sample. High-performance
computing (HPC) was used to parallelize and thus accelerate the data generation process.
The remainder of the paper is arranged as follows. First, a brief introduction to TDFWI is
provided. The data generation process and the description of the proposed augmentations
and the U-Net architecture are then discussed in Method and Data section. The results
and discussion section covers the analysis of the performance of NN model, and the
conclusion contains a summary of the study results.

TIME-DOMAIN FULL WAVEFORM INVERSION (TDFWI)

TDFWTI is a non-linear inversion method. It entails iteratively solving a forward
problem of a time-dependent wave equation to numerically simulate wave propagation,
followed by solving an inverse problem with PDE constraint optimization. This inver-
sion process involves conducting an adjoint simulation, calculating the gradient of the
misfit between observed and synthetic data, and updating model parameters [12]. The
observed data can be experimentally obtained from ultrasound scanning or numerically
generated (e.g., in this paper) for development purposes. The first step is to create an
initial model and define sources. The wave propagation in this initial model is solved by
using a 2D spectral element solver (i.e., SPECFEM2D) to create the synthetic data. This
process is called forward simulation [[1]. Initially, the disparity between the synthetic
and observed data (i.e., misfit) is expected to be significant. The adjoint simulation is
performed to update the model. This procedure involves solving the same wave equa-
tion with the time-reversed residual data as source time functions, input as sources at the
receiver locations. The interaction between forward and adjoint wavefields determines
the misfit function with respect to the model parameters (e.g., wave speed). This process
is repeated until the misfit decreases to a specific value, at which point a high-resolution
model is reconstructed. In this study, a customized version of SeisFlows, a Python-based
framework, was used to implement TDFWI.

METHOD AND DATA

This study employs generating datasets from different iterations of the FWI pro-
cess, applying several augmentation strategies, and training a U-Net model with these
datasets. This approach enables the implementation of a two-step reconstruction pro-
cess, where FWI is used to produce low-resolution inversion images in the first step, and
a pre-trained U-Net model is employed to enhance the image quality in the second step.
This method facilitates faster reconstruction of high-resolution images compared to the
traditional TDFWI method. Details have been described in the following subsections.

Data Generation and Processing Using HPC

A water-immersed 2D domain of 12 mm X 12 mm size was considered to create the
dataset. The domain consisted of 900 spectral elements with 25 control points in each
element. For data acquisition, four linear arrays, each containing 101 source elements,
were placed from -5 mm to 5 mm, parallel to each boundary with a distance of 2 mm
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Figure 1. Longitudinal wave speed (V}, m/s) mapping of (a) initial model, (b) ground truth model and
reconstructed FWI model after (c) 1st iteration and (d) 10th iteration.

(See Figure 1 in [11]). In one excitation event, all sources in a single array were simul-
taneously excited with an ultrasound signal (Ricker signal) of 1 MHz center frequency.
As a result, four forward simulations were carried out to implement TDFWI in a single
model. For the initial model, only a water environment with 1479.7 m/s wave speed was
considered (Figure[I](a)). Alternatively, the ground truth models incorporated unknown
material inside the water environment (Figure|[I|(b)). Multiple ground truth models were
created by randomly varying the size, locations, and wave speed (ranging from 1100
to 1800 m/s) of these unknown materials. In our previous study [11], a 2D CNN was
employed to improve the reconstruction quality of the model using only a single FWI
iteration. However, the performance of the 2D CNN deteriorated as the complexity of
the material distribution was increased by adding the number of unknown materials and
widening the wave speed range. This issue could be addressed by increasing the training
dataset and enhancing the quality of the data. To improve the quality of the data, the
training datasets were constructed with the inverted model from higher FWI iterations.
Therefore, multiple datasets from different iterations (ranging from 1-10) were created.
Each dataset consisted of 1000 FWI inverted models. Figures [I](c) and (d) show the re-
constructed models at the first and 10th iterations of TDFWI. Data generation was done
using Simple Linux Utility for Resource Management (SLURM). A batch of 10 sam-
ples performed 10 FWI iterations per sample using 40 CPUs in a single SLURM job.
Each job took approximately 15 minutes to complete. Thus, to generate the datasets,
100 SLURM jobs were executed.

The output of each iteration was a one-dimensional array containing the wave speed
value of each spectral element control point. The data processing started with the re-
moval of the duplicate control points of neighboring spectral elements. This reduced 1D
array of a shape of 1 x 9025 was then mapped into a 2D array of a shape of 95 x 95 [11]].
After that, all 2D arrays of 1000 inverted models were accumulated into one big array
of 1000 x 95 x 95. For easy pooling and scaling, the array was padded on the right
and bottom sides making the final shape of 1000 x 96 x 96. As a common practice, the
wave speeds were normalized between 0 and 1 using a linear regression normalization
technique. Each sample is processed as a greyscale picture by the deep learning model,
yielding a channel of one (instead of three for RGB images). Consequently, the final
shape of the datasets was 1000 x 96 x 96 x 1. Finally, the dataset was shuffled and
split into training, validation, and testing at a ratio of 80-10-10%, respectively.

Augmentations

This study employed two augmentation strategies to increase the quantity and com-



Figure 2. An example of flipping augmentation. (a) was the original sample which was flipped vertically
and created a new sample (b). Then both (a) and (b) were flipped horizontally and created new samples
(c) and (d).
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Figure 3. An example of the mixing augmentation. Two ground truth models (a) and (b) were mixed
together with o = 0.5 and generated a new sample (c). Similarly, (e) and (f) samples were mixed with o =
0.834 and generated a new sample (f).

plexity of the training dataset without generating samples. The first strategy used was the
flipping augmentation whereby the sample was flipped along its axes. This allowed us
to increase the original dataset with 2400 additional training samples. Figure 2] shows an
example of the flipping augmentation, where the original sample was flipped vertically
to create a new sample (Figure[2] (b)) and both were flipped horizontally to generate two
new samples (Figures [2] (c) and (d)). The second strategy used was mixing augmenta-
tion. Here, two samples were multiplied by coefficients o and (1 — «), respectively,
and then added together making a new sample. The value of o randomly varied from
0 to 1. The number of augmented samples was generated to equal the number of non-
augmented samples. Therefore, 1600 samples, 800 original and 800 mixed, were used
for training. Figure [3]illustrates the mixing augmentation strategy, where two pairs of
samples — Figures 3] (a) & (b) and (d) & (e) were mixed together and produced two new
samples — Figures [3] (c) and (f), respectively — and the values of a were 0.5 in the first
pair and 0.834 in the second pair.

Architecture

The task of accelerating the FW1 iteration process can be posed as that of translating a
low-iteration FWI image—ranging from 1-10 here—into its corresponding ground truth
image. To do this, we employed the U-Net architecture (shown in Figure f)), which
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Figure 4. The architecture of the U-Net model used in this study [[11].

was originally introduced for biomedical image segmentation by [13]. We followed
the general U-Net architecture which is composed of four down-sampling layers (red
arrows) and four up-sampling layers (dark green arrows). In the down-sampling process,
four sets of two convolutional kernels extract feature maps. Then, followed by a pooling
layer (light green arrows), the feature map projections were distilled to the most essential
elements using a signal-maximizing process. By the end of the down-sampling process,
the feature maps were 1/16 of the original size: 6x6 in Figure 4 Successful training
should result in 6 channels in this feature map, which is verified by the model predictions
in Figure [5| Bilinear interpolation was used in the up-sampling process to expand the
feature maps. At each layer, high-resolution features from the down-sampling path were
concatenated to the up-sampled output from the layer below to form a larger number
of feature channels (white arrows). This structure allowed the network to propagate
context information to higher-resolution layers so that the following convolution layer
could learn to assemble a more precise output based on this information. Finally, the
mean squared error loss function was employed in the network.

RESULTS AND DISCUSSION

The U-Net model was trained using each dataset with three variants according to the
augmentation strategy: no augmentations, flipping augmentations, and mixing augmen-
tations. The predicted images from the U-Net models were compared with the ground
truth images using SSIM and MSE values.

Predictions of all U-Net models achieved SSIM values above 94%. The SSIM values
increased for U-Net models trained with higher iteration inverted images, which was ex-
pected due to the higher quality of the data. When trained with the 10th iteration dataset,
the model achieved more than 99% similarity to the ground truth model. Consequently,
the MSE value decreased significantly at higher iteration prediction results.

Comparing the different augmentation strategies, the performance of the U-Net mod-
els was comparable in the flipping augmentations and no-augmentations for every iter-
ation. Figure [3] illustrates the model performance for a particular test sample (Figure
] (a)). Figures [5] (b) and (f) are the inverted images for the 2nd and 10th iterations.
For lower iteration, the model struggled to reconstruct the area where different wave
speed regions overlapped (Figures [5](c), (d), and (e)). The SSIM and MSE values were
very close for no-augmentation and the flipping augmentation strategies. However, the
boundary of the different wave speed regions was defined better in the mixing augmenta-
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Figure 5. An example of the prediction to compare the U-Net performance. (a) is the ground truth model,
(b) and (f) are the 2nd and 10th inversion images, respectively. (c), (d) and (e) are the prediction of U-
Net when the model was trained with the dataset of 2nd iteration FWI samples with no augmentation,
flipping augmentation, and mixing augmentation, respectively. (g), (h) and (i) are the prediction of U-Net
when the model was trained with the dataset of 10th iteration FWI samples with no augmentation, flipping
augmentation, and mixing augmentation, respectively.

tion than in the other two cases, though it introduced the most artifacts (different shades
in yellow and red regions in Figure 5(e)). At the higher iteration, the wave speed re-
construction as well as boundary definition for different regions were exceedingly better
in no-augmentations (Figure [5 (g)) and flipping augmentation (Figure [5] (h)) than the
mixing augmentation (Figure [5 (i)).

The underperformance of the mixing strategy may be attributed to the higher com-
plexity of the training dataset relative to the testing samples. For validation and testing,
no augmented sample was used; this may shift the material distribution in the training
dataset from the validation and test datasets. Additionally, the size of the training dataset
may have played a role in this regard. Therefore, a larger dataset size with different
augmentation strategies will be considered in future studies.

CONCLUDING REMARKS

This study explored the potential of improving the quality of a U-Net model pre-
diction for limited FWI data. The model was trained with multiple datasets generated
from different FWI iterations. To add complexity and increase the training dataset size,
two augmentation strategies—flipping and mixing augmentation—were introduced. The
results demonstrate that the model was able to reconstruct the samples even in lower
iterations. At higher iterations, augmentations have no significant effects on prediction
for higher iteration training data because the no-augmentation model has already recon-
struct the sample almost perfectly. On the other hand, augmentations helped to improve
the boundary region in prediction with lower iteration training data. Future studies in-
clude exploring different augmentation strategies and training with a larger dataset for
lower iteration FWI.
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